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Assessment of agreement of a quantitative variable: a new
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Abstract

In clinical or epidemiologic research, the measurement of variables always implies some degree of error. Because it is impossible to
control the various sources of variation, the assessment of the reliability of a measurement is essential. Otherwise, concordance analysis
must take into account the “clinical” interpretation of the measurement under study, because its practical usefulness is of central importance.
In this article, we propose a new approach to assess the reliability of a quantitative measurement. We use a graphical approach familiar
to statisticians and data analysts of the biomedical area, associating to it the useful feature of interpretation based on the proportion of
concordant cases. We believe that the proposed graphical approach can serve as a complement, or as a alternative, to the Altman-Bland
method for agreement analysis. It allows a simple interpretation of agreement that takes into account the “clinical” importance of the
differences between observers or methods. In addition, it allows the analysis of reliability or agreement, by means of survival analysis
techniques. � 2003 Elsevier Inc. All rights reserved.
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1. Introduction

In clinical or epidemiologic research, the measurement
of variables always implies some degree of error. In an
idealised investigation, the only source of variation of a
certain measure should be the one inherent to the different
individuals included in the study. Nevertheless, various other
sources of variation—such as within or between observer
variation—are common, and imply potential biases or an
increase of imprecision in the analysis of the phenomenon [1].
Obtaining reliable measures constitutes, therefore, one of
the major challenges in clinical or epidemiologic research.
Because it is impossible to control the various sources of
variation of a measurement, the assessment of its reliability
is essential. Before using a new diagnostic method, for exam-
ple, it is important to evaluate in which extension its results
differ from that obtained by applying a more traditional
method. In certain situations, the difference between the two
methods may not be sufficient to impair clinical interpreta-
tions, then the new one could substitute the traditional,
or the two methods may be used indistinctly [2].

When one wishes to assess the agreement of a measure-
ment in relation to a “gold standard,” conformity studies
are usually performed [3]. On the other hand, studies of
consistency are used when within as well as interobserver
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reproducibility of measurements are of major interest. In
other words, we use the concept of consistency when refer-
ring to the concept of agreement when none of the measure-
ments is taken as “correct.” In general, these two types of
studies can be aggregated in a more inclusive statistical
approach, commonly known as agreement studies, although
these studies may refer to different concepts [4]. Conformity
may be designated, also, as accuracy and validity, and consis-
tency as reliability, repeatability, and reproducibility [3].

Otherwise, to analyze adequately a measurement, re-
searchers should not restrict themselves to standard statisti-
cal procedures [2,5]. For instance, as in the situation in
which constructing reference limits is the major interest the
researcher is called to evaluate the “clinical” relevance of
the obtained values [6,7]. Analogously, all concordance anal-
ysis must take into account the “clinical” interpretation of the
measurement under study, because the practical usefulness of
the measurement is of central importance.

From the practical standpoint, an analysis of agreement
is dependent upon the scale of measurement of the variable
[4], notwithstanding the proposals of a unifying approach
by means of a generalized coefficient [8]. For categoric
variables the utilization of the kappa coefficient of agreement
is classic. Although some of its characteristics may impair
its interpretation—as, for example, the prevalence bias
[4,9]—this coefficient has the advantage of being defined
as the proportion of concordant cases, discounted those
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that are in concordance due to mere chance. This definition
makes easier the evaluation of the “clinical reliability” of
a measure. For continuous or discrete quantitative variables,
however, the analytic approaches are different, and not im-
mediately associated to the interpretation of this definition
of the kappa coefficient.

In this article, we propose a new approach to assess the
reliability of a quantitative measurement. We use a graphical
approach familiar to statisticians and data analysts of the
biomedical area associating to it the useful feature of inter-
pretation based on the proportion of concordant cases.

2. Approaches to the evaluation of agreement
of a quantitative variable

The usual statistical approach used to evaluate the
agreement of a clinical measure is the estimation of coeffi-
cients that quantify the degree of agreement [10]. Due to
statistical reasons or to the lack of immediate “clinical”
interpretation of these statistics [4], this approach, even when
using an appropriate coefficient, does not seem sufficient
to describe the reliability of any measure, in particular, a
quantitative one.

Pearson’s correlation coefficient is inadequate, in various
instances, to assess agreement, because it evaluates only the
association of two sets of observations [3,11]. The intraclass
correlation coefficient (ICC), otherwise, has been considered
appropriate for the evaluation of both consistency and con-
formity studies, because it is capable of estimating the pro-
portion of the total variation due to the variability between
independent units of analysis. There are many variants of
the ICC, and in consequence, its calculation is strongly
influenced by the study scene. Müller and Bütter [3] propose
the use of a decision tree to choose which variant of ICC
should be preferred. Another limitation of this coefficient is
its dependence upon the degree of variability within and
between observations. For the same degree of variation within
observations, the greater the variation between observations,
the greater will be the ICC [12]. But this same characteristic
has been considered an advantage, for it would make the
discordance relative to the magnitude of the measurement
[13]. Bartko [14] considers the ICC as just another measure
of agreement, and proposes the use of statistical tests—such
as the paired t-test—in the evaluation of the agreement, albeit
the inadequacy of this approach [3,15]. That the paired
t-test with a nonsignificant result does not indicate agreement
is another limitation of this approach.

In view of these problems, agreement analysis centered
in synthetic measures or in statistical tests could lead to
scarcely useful results, from the applied standpoint.

Altman and Bland [11], in 1983, proposed to quantify
agreement by construction of limits of agreement. These
statistical limits were calculated by using the mean and
the standard deviation of the differences. To check the as-
sumptions of normality of differences and other character-
istics, they used a graphical approach. The graphic is a
scatter plot XY, in which the Y axis shows the difference
between the two measurements (A�B) and the X axis pres-
ents the average of these measures ((A�B)/2). An evaluation
of the correlation between these two new figures can comple-
ment the analysis. With this graphic, the evaluation of
the magnitude of the disagreement, the identification of outli-
ers, and the observation of any bias are easily performed.

Notwithstanding the opposition of certain authors [13],
we consider the Altman-Bland approach the preferred one
to evaluate agreement between two measurements. We think
so in view of its simplicity, and, even more, of its potential for
the identification of pairs of observations whose differences
reach beyond clinical tolerances. In addition, if one counts
the frequency within certain limits, studying agreement is
made easier, an idea that has already been pointed out earlier
[2,16,17]. This idea is central to the graphical approach to
agreement that we present next.

Another graphical approach to assess agreement—rather
similar to the approach proposed here but yet been cited
only rarely—is the mountain plot [18,19]. This graphic, also
called the folded empirical cumulative distribution plot, is
prepared by computing a percentile for each ranked differ-
ence between two measurements. To get a folded plot, one
performs the subtraction 100 percentile for all percentiles
over 50. The authors recommend it as a complement of the
Altman and Bland plot [19].

3. The new approach

The Altman-Bland approach permits an evaluation of the
agreement and incorporates some limits of tolerance that
have clinical relevance. It is possible, however, to extend
the agreement evaluation through a graphic capable of ex-
pressing the degree of agreement (or disagreement) as a
function of several limits of tolerance. We can, for example,
construct a graphic, such as the Kaplan-Meier, used in
the analysis of survival data [20]. The “failure” would
happen exactly at absolute values of the observed differences
between the methods. Thus, if in the X axis we have the
module of the observed differences, and in the Y axis
we have the proportion of cases with differences that are at
least the observed difference (xi), then we have a step func-
tion typical of a survival analysis, without censored data,
with the Y axis representing the proportion of discordant
cases. A possible name for this new approach could be
“survival-agreement plot.”

As an example, let us consider Table 1, which registers
the inferior pelvic infundibular angle (IPIA) for 52 kid-
neys, evaluated by means of computerized tomography
and urography. Due to the financial costs of a tomogra-
phy, obtaining reliable results through urography would be
convenient for the diagnoses and treatment of renal lithiasis.
It is possible to detect a disagreement between these two
methods. This disagreement should be evaluated through
the incorporation of some “clinical information,” to answer
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Table 1
Inferior pelvic infundibular angle (IPIA), in degrees, by urography
and tomography (n � 52 kidneys)

Method Method

Kidney Urography Tomography Kidney Urography Tomography

1 100º 97º 27 40º 45º
2 58º 77º 28 70º 60º
3 95º 74º 29 63º 50º
4 55º 59º 30 103º 94º
5 79º 79º 31 95º 91º
6 95º 85º 32 80º 66º
7 60º 78º 33 72º 63º
8 88º 78º 34 68º 65º
9 68º 68º 35 48º 58º

10 94º 96º 36 70º 75º
11 60º 74º 37 90º 105º
12 64º 64º 38 60º 65º
13 88º 76º 39 80º 80º
14 57º 60º 40 96º 90º
15 66º 78º 41 54º 58º
16 67º 71º 42 80º 75º
17 76º 67º 43 88º 83º
18 95º 103º 44 70º 78º
19 85º 95º 45 90º 85º
20 105º 78º 46 79º 65º
21 80º 70º 47 100º 90º
22 85º 80º 48 85º 76º
23 82º 78º 49 108º 100º
24 102º 102º 50 53º 65º
25 100º 102º 51 58º 40º
26 75º 77º 52 49º 53º

if the difference between the methods actually does or does
not have any relevance, from the clinical standpoint.

Table 2 presents frequencies of differences, in modules,
between the two graphs, as well as the accumulated percent-
age of cases, in consonance with these differences. To con-
struct the graphic, we used column 3 of Table 2, which
would be available, as well as its corresponding graph, from

Table 2
Distribution of absolute difference between urography and
tomography IPIA for 52 kidneys

Absolute difference (xi) Frequency Cumulative percent (�xi)

0º 5 90.4
2º 3 84.6
3º 3 78.8
4º 6 67.3
5º 7 53.8
6º 1 51.9
8º 3 46.2
9º 4 38.5

10º 7 25.0
12º 3 19.2
13º 1 17.3
14º 3 11.5
15º 1 9.6
18º 2 5.8
19º 1 3.8
21º 1 1.9
27º 1 0.0
any standard statistical software used to perform survival
analysis by the Kaplan-Meier method.

Fig. 1 presents the results of the agreement analysis for
the two methods used to measure the IPIA. We think that
a useful interpretation of an analysis of agreement must lay
explicit its dependence upon clinical limits of tolerance.
The graphic, however, shows the discordance, to maintain the
analogy with the survival analysis. Any measurement of
agreement, thus would be calculated through the difference,
and would be represented, in the graphic, by the distance
between the curve and the superior limit of the Y-axis (100%).
In Fig. 1, if we establish a tolerance limit of 5º, we will obtain
an agreement of less than 50%. To obtain an agreement of
90%, a difference not inferior to 15º is needed. It is easy
to visualize other estimates of agreement as a function of
“clinical” limits (X-axis). The lack of precision of these
estimates that are due to the sample size can be immediately
obtained through any software that disposes of the Kaplan-
Meier method.

This approach is also useful in the comparison of more than
two measures. Bland and Altman [2] present the example
of measurements of systolic blood pressure of 85 individuals,
by two experienced observers (J and R) with a sphygmoma-
nometer, and one other measurement, by a semiautomatic
device. As there are three observations, three comparisons
are possible. Fig. 2 shows the resulting graph. We can clearly
observe a much greater agreement when the two observers
are compared. For a difference of, at most, 2 mmHg—a
very acceptable difference from the clinical standpoint—
the agreement exceeds 90%. Comparing the measurements
made with the semiautomatic blood pressure monitor to
the measurements of any one of the two observers leads
to worse, albeit similar, results. For instance, a degree of
agreement of 90% occurs only when differences reach 50
mmHg, which is unacceptable from the clinical standpoint.

To verify if the agreement depends upon some categoric
covariate, we can construct the agreement step curve for
each level of the covariate and compare these curves. To
deal with a continuous variable—including the magnitude
of the measurement in itself—it would be necessary to subdi-
vide the data, and then construct the agreement curves. When
there is no dependence on the covariate, we would expect
superposition of the agreement curves; if there is depen-
dence, the category with the step curve nearest to the origin of
the axes should exhibit the greatest agreement.

4. Discussion

The proposed approach presents advantages and disad-
vantages compared to the Altman-Bland proposal or to
mountain plot. These two approaches, depending on the
research interests, can complement or serve as alternative
one to another. For small data sets, the Altman-Bland ap-
proach should be used, and the incorporation of any index
would be of little value to the analysis.
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Fig. 1. Proportion of discordance between urography and tomography IPIA until “tolerance” limits.
In general, the use of measures of agreement—particu-
larly in the case of a quantitative variable—is difficult, be-
cause these measures are calculated, and interpreted, almost
strictly, from a statistical standpoint. The proposed approach
has the advantage of expressing, by means of a graphic, an
index that is easily interpreted, and depends upon the degree
of relevance of the agreement, as judged by the researcher.
Moreover, the form of the resulting step function can also
yield much information: very high steps indicating that a
better agreement will be reached more rapidly, that is, for
smaller differences.

However, in choosing the module of the difference,
for example, we loose sight of some characteristics of
the differences, very much evident in the Altman-Bland
approach or in the mountain plot. These characteristics can
have a great impact in the study of agreement [21]. The
average of the differences can serve as an estimate of the bias
among the methods. Besides the bias, a tendency in the
Fig. 2. Proportion of discordance between systolic blood pressure by two observrs (J and R) and a semiautomatic device (S) until “tolerance” limits.
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differences as a function of the magnitude of the mea-
surement or an increase of the differences indicating a greater
error due to the measurement are not considered in the
proposed approach, because it does not take into account
the magnitude of the measurement. Nevertheless, if the mag-
nitude of the bias does not have “clinical” relevance, it
might be that the absence of this information may not impair
the analysis.

On the other hand, if considering the magnitude of the
measurement is of importance, the proposed graphic could
take it into account through the calculation of relative differ-
ences. For instance, in the X-axis of the graphic, instead of
showing the modules of the differences, we would present the
differences relative to the magnitude of the measurement,
as follows:

|A�B| / [(A�B)/2]

Therefore, the graphic would be completely adimensio-
nal, what could be an advantage, for the sake of comparison.
Although our proposal is descriptive in nature, it allows the
use of inference resources, by means of tests associated to
the Kaplan-Meier analysis. It is possible, for example, to
use the log-rank test to evaluate whether the difference be-
tween two curves of agreement, for a certain categorical
covariate is statistically significant. The sample size must
be always taken into account, in particular, when the sample
is subdivided.

5. Conclusion

We believe that the proposed graphical approach can serve
as a complement—or in special situations as an alternative—
to the Altman-Bland method for agreement analysis or to
mountain plot also. It allows a simple interpretation of
agreement that takes into account the “clinical” importance
of the differences between observers or methods. In addition,
it allows the analysis of reliability or agreement, by means
of survival analysis techniques.

This graphical approach, furthermore, could be used in
instances in which internal correlation of the analysis
units is expected and in which there is interest in analyz-
ing the difference between these units. For quantitative
measurements, in which symmetric results are expected—
measurements concerning, for example, pairs of eyes, ears,
cerebral hemispheres, and kidneys—this technique can be
very useful. Therefore, in matched studies of a natural origin,
or in studies designed to improve efficiency, or the validity of
the analysis, the researchers could use this new approach.
Finally, this approach will have a practical advantage of
leading the researcher to consider the magnitude of the differ-
ences observed, and, consequently, think about the practical
importance of these differences.
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